1. Summarize for us the goal of this project and how machine learning is useful in trying to accomplish it. As part of your answer, give some background on the dataset and how it can be used to answer the project question. Were there any outliers in the data when you got it, and how did you handle those? [relevant rubric items: “data exploration”, “outlier investigation”]
2. The goal of this project is to build a person of interest identifier based on financial and email data made public as result of the Enron scandal. Since a hand-written list of persons of interest is available, we can use them to build a model which can act as guide to predict further persons of interest. The dataset has 146 records. Of them, 18 are POI’s and 128 are non-POI’s.

There were a few outliers in the dataset. The first outlier was a spreadsheet aggregated value in the dataset – a dictionary key value called 'TOTAL'. It had to be removed from the dataset. Further analysis of the histograms of variables like ‘SALARY’ and ‘DEFERRAL PAYMENTS’ reveal that there are outliers whose salary is above 1 million and deferral payments are above 6 million. These are kept in the dataset as they might be potential POI’s.

There are a lot of NaN values in the dataset which can be viewed by running my code. They are not removed though. They are converted to 0’s instead. The reason being that they are indicators of whether someone is a ‘poi’ or not. For eg., if the bonus value is NaN, it’s possible that the person is not a ‘poi’. It’s possible that it’s missing data but it’s unlikely as they are financial or message data in most cases whose data capturing is not be prone to human error.

1. What features did you end up using in your POI identifier, and what selection process did you use to pick them? Did you have to do any scaling? Why or why not? As part of the assignment, you should attempt to engineer your own feature that does not come ready-made in the dataset -- explain what feature you tried to make, and the rationale behind it. (You do not necessarily have to use it in the final analysis, only engineer and test it.) In your feature selection step, if you used an algorithm like a decision tree, please also give the feature importance of the features that you use, and if you used an automated feature selection function like SelectKBest, please report the feature scores and reasons for your choice of parameter values. [relevant rubric items: “create new features”, “properly scale features”, “intelligently select feature”]
2. I noticed that ‘total\_stock\_value’ was the sum of ‘exercised\_stock\_options’, ‘restricted\_stock\_deferred' and 'restricted\_stock'. Hence I eliminated the other three.

I engineered two features. The first one is monetary\_incentive which is created as the sum of salary, bonus and deferral\_payments. It gives an idea of the monetary incentives which a person gets and hence the higher chances of him to be a POI. The second one is poi\_contact which is the sum of shared\_receipt\_with\_poi, from\_this\_person\_to\_poi and from\_poi\_to\_this\_person. This gives an indication of the communication between a person of interest and some other person. The more this number, the likelier the person is to be a person of interest.

Scaling of features is needed as the range of values is so different for different features that it might cause issues in the model.

1. What algorithm did you end up using? What other one(s) did you try? How did model performance differ between algorithms? [relevant rubric item: “pick an algorithm”]
2. A comparison of model performance is given below:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Model | Accuracy | Precision | Recall | F1 score |
| Naive Bayes | 0.81920 | 0.29517 | 0.25650 | 0.27448 |
| PCA with Naïve Bayes | 0.81933 | 0.34009 | 0.37750 | 0.35 |
| Decision Tree Classifier | 0.82233 | 0.18303 | 0.09600 | 0.12 |

I ended up using the PCA with Naïve Bayes algorithm as it gave the required precision and recall scores along with good accuracy. Although Decision Tree classifier had a higher accuracy, its precision and recall scores were poor and hence not chosen.

1. What does it mean to tune the parameters of an algorithm, and what can happen if you don’t do this well? How did you tune the parameters of your particular algorithm? (Some algorithms do not have parameters that you need to tune -- if this is the case for the one you picked, identify and briefly explain how you would have done it for the model that was not your final choice or a different model that does utilize parameter tuning, e.g. a decision tree classifier). [relevant rubric item: “tune the algorithm”]
2. Tuning the parameters of the algorithm mean trying out different values of the parameters to cater to varying requirements like speed, accuracy, complexity, etc. If not done well, then the algorithm could be slow or inaccurate. I used GridSearchCV to tune the number of components of PCA. It turns out that a 3 component PCA works best. It resulted in a boost in the precision, accuracy and recall scores for my algorithm as shown below:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Model | Accuracy | Precision | Recall | F1 score |
| Tuned PCA with Naïve Bayes | 0.86087 | 0.46588 | 0.29700 | 0.36275 |

1. What is validation, and what’s a classic mistake you can make if you do it wrong? How did you validate your analysis? [relevant rubric item: “validation strategy”]
2. Validation refers to testing our algorithm to a test data set and check its performance. Overfitting is a classic mistake that occurs if validation is done incorrectly. I split the dataset into a 70-30 training-test sets split. The model was fit on the training data set and the performance was checked by predicting values using the test data set and comparing it with the actual test set labels.
3. Give at least 2 evaluation metrics and your average performance for each of them. Explain an interpretation of your metrics that says something human-understandable about your algorithm’s performance. [relevant rubric item: “usage of evaluation metrics”]
4. The evaluation metrics used for the model are shown below:

|  |  |  |  |
| --- | --- | --- | --- |
| Model | Accuracy | Precision | Recall |
| Tuned PCA with Naïve Bayes | 0.86087 | 0.46588 | 0.29700 |

Accuracy refers to the ratio of correct predictions to the total number of observations.

In this case, it means the proportion of the testing set labels correctly predicted.

Precision reflects the proportion of POI’s correctly predicted from the collection of POI’s predicted. Precision gives an indication of whether the algorithm does not overcommit in labelling someone as a POI. Recall refers to the proportion of POI’s correctly identified with the algorithm. Recall tells us if the algorithm has the ability to correctly identify a POI.